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hi.
Developer cat

Wants to change things

Change control

Says no. 



hi.

You guys ok?

YUP YUP



hi.
Process Oriented Model

Given a finite number of reliable systems, and full 
environmental control, run processes for as long 

as possible
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hi.
Services Oriented Model

Design reliable services atop an infinite number of 
unreliable, and uncontrollable systems. 
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here’s a log line wrapped in an http GET request
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HTTP 200 OK!
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I can change how it works

Can be polled externally
State Data about hosts the order of minutes

Operations controls and configures hosts and services

Must be instrumented internally

Performance Data about services the order of seconds

Any engineer can create new ad-hoc metrics



I can change how it works

internally instrumented

metrics measured every few seconds

write-accessible by every engineer
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Undermines Credibility
Silo’s Knowledge
Multiplies Burden









Heka

Riemann
http://riemann.io/

http://hekad.readthedocs.org/en/v0.7.2/



LIVE Demo Ahead!



Questions?


